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Abstract

We investigate the scalability of feedback in multicast communication and propose a new method of probabilistic feedback based on exponentially distributed timers. By analysis and simulation for up to $10^6$ receivers we show that feedback implosion is avoided while feedback latency is low. The mechanism is robust against the loss of feedback messages and works well in case of homogeneous and heterogeneous delays. We apply the feedback mechanism to reliable multicast and compare it to existing timer-based feedback schemes. Our mechanism achieves lower NAK latency for the same performance in terms of NAK suppression. No topological information of the network is used and data delivery is the only support required from the network. The mechanism adapts to a dynamic number of receivers and leads to a stable performance for implosion avoidance and feedback latency.
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1 Introduction

Multicast communication is gaining in importance with the deployment of Multicast in the Internet and with the increasing number of satellites. A major challenge in multicast communication is the feedback implosion that occurs when a large number of receivers sends feedback to the sender.

In this paper we investigate feedback of groups of up to $10^6$ receivers towards a single sender as needed for:

- **Reliable multicast**: Reliable multicast guarantees the delivery of data from the sender to every receiver. Feedback messages (FBMs) are needed in order to signal the loss (NAK), or the successful reception of data (ACK).

- **Estimation of the number of receivers**: is required to stop transmission, when no receivers are listening, to adapt scalable protocols to the number of receivers, e.g. by adjusting the amount of FEC [1], or to adjust the period of periodic control message emission.

The amount of potential feedback increases linearly with the number of receivers and may lead to a high traffic concentration at the sender, wasted bandwidth, and high processing requirements. Feedback implosion imposes high requirements to the mechanism for feedback implosion avoidance. Several solutions exist for implosion avoidance based on hierarchies, timers, tokens, and probing, see section 7 on related work.

Very little work [2, 3, 4] was done on the analysis of timer-based schemes for multicast feedback. We give an analytical foundation of timer-based feedback where the timer choice, the sender-receiver delays, and the delays between receivers can be modeled by arbitrary distributions. The analysis allows to compute:

- The expected number $E[X]$ of FBMs returned to the sender.

- The expected feedback delay $E[M]$ due to the timers.

We propose a new probabilistic feedback method for multicast based on exponentially distributed timers and
show by analysis and simulation for up to \(10^6\) receivers that feedback implosion is avoided. We show the robustness of our mechanism to loss of FBMs, to homogeneous delays, and to heterogeneous delays.

We further evaluate our mechanism in the context of reliable multicast with respect to NAK implosion avoidance and to NAK latency. A comparison of our mechanism to existing timer-based feedback schemes shows that the feedback latency of our mechanism is lower for the same performance in NAK suppression.

Our mechanism requires very little state and has a low computational complexity at every receiver – independent of the group size. No knowledge about the network topology, nor support from the network is required to allow for implosion avoidance.

The paper is organized as follows. In section 2 we present an analysis for timer-based feedback schemes. In section 3 we evaluate the performance for reliable multicast feedback. Section 4 shows the robustness of timer-based feedback for loss and heterogeneous delays. The control of the amount of feedback is discussed in section 5. How to use the timer-based feedback scheme for networks providing only a unicast feedback channels is discussed in section 6. Section 7 discusses the work in the context of related work and section 8 concludes the work.

## 2 Timer-based Feedback

Consider the case where a sender needs to receive at least one FBM from \(R\) receivers and where the total number of FBMs returned should be small in order to avoid feedback implosion.

We consider a feedback mechanism with feedback suppression: A receiver that receives a FBM of another receiver will suppress its own feedback sending. FBMs are sent on a multicast feedback channel to be received at other receivers. If every receiver delays its multicast feedback sending by a random time, feedback implosion can be avoided. In section 6 the necessary modifications are given for the case where receivers return feedback via unicast.

Our timer-based feedback mechanism works as follows:

1. The sender multicasts a request for feedback \((I, \lambda, T)\) to the \(R\) receivers. \(I\) is the identification for the feedback round, \(\lambda\) a parameter of the feedback algorithm, and \(T\) the interval size.

2. Receiver \(i\) receives the request \((I, \lambda, T)\) after \(d_i\) time units and schedules a exponentially distributed timer \(z_i\) in the interval \([0, T]\). The parameter for the truncated exponential distribution is \(\lambda\). When the timer \(z_i\) expires, receiver \(i\):
   - sends the feedback message FBM\((I, z_i)\) back to the sender if no other FBM\((I, z_j)\) was received by \(i\).
   - suppresses its feedback, if a FBM\((I, z_j)\) of some other receiver \(j\) was received before (see figure 1 for an illustration of the suppression of \(i\)'s feedback); this requires that \(j\) sends its feedback earlier than \(i\) and that the delay \(d_{i,j}\) between receiver \(i\) and receiver \(j\) is such that:
     \[
     d_i + z_i > d_j + z_j + d_{i,j}
     \]

3. On the receipt of the FBMs, the sender computes an estimate \(\hat{R}\) for the number of receivers, using the knowledge about the timer settings of all receivers \(i\) that returned feedback \(z_i, \lambda, T\), see [5, ch. 5].

4. The sender computes \(T\) and \(\lambda\) for the next request for feedback based on \(\hat{R}\) and its requirement for the feedback latency and the mean number of FBMs it wants to receive.

The SRM protocol [3] uses a similar mechanism for the sending of NAKs, with two major differences: First, SRM uses a uniformly distributed timer choice \(z_i\) from an interval that depends on the sender-receiver delay \(d_i\). Second, SRM prevents loss of FBMs by scheduling a second request via an exponential back-off in a larger interval in the future.

In the following, we analyze the expected number \(E[X]\) of FBMs returned to the sender from \(R\) receivers.
and the expected feedback latency $E[M]$ due to timers, when FBMs are not subject to loss. In section 4 we investigate the performance under loss of FBMs. First, we introduce the following random variables:

- $D_i$ - one-way delay between the sender and receiver $i$. The delay paths are symmetric and $D_i$ expresses also the one-way delay between receiver $i$ and the sender.
- $Z_i$ - the time receiver $i$ delays its feedback.
- $V_i = D_i + Z_i$ - the time between the sending of the request for feedback and the time the timer expires at $i$.
- $D_{i,j}$ - one-way delay between receiver $i$ and receiver $j$. The delay paths are symmetric and $D_{i,j} = D_{j,i}$.
- $W_{i,j} = V_j + D_{i,j}$ - the time between the sending of the request for feedback and the reception of $j$’s feedback at $i$.
- $X_i$ - Bernoulli r.v., describes the number of FBMs from receiver $i$, either 0, or 1.
- $X = \sum_{i=1}^{R} X_i$ - total number of FBMs received at the sender from the group of receivers.

The densities $f_{D_i}(d_i)$ and $f_{D_{i,j}}(d_{i,j})$ describe the delay $d_i$ of receiver $i$ to the sender and the delay $d_{i,j}$ between two receivers $i, j$. Different timer choices and timer choices dependent on the source-receiver delay $d_i$ can be compared in their performance when the density for the timer choice is kept general:

$$f_{Z_i|D_i}(z_i|d_i)$$  \hspace{1cm} (1)

Then, the density of $V_i = D_i + Z_i$ can be calculated by a transform changing variables [8, ch. 6.3], resulting in:

$$f_{V_i}(v_i) = \int_{-\infty}^{\infty} f_{D_i}(s_i) \cdot f_{Z_i|D_i}(v_i - s_i|s_i) ds_i$$  \hspace{1cm} (2)

The same way the density of $W_{i,j} = D_{i,j} + V_i$ can be derived. Since $D_{i,j}$ and $V_i$ are independent, the joint density is given by:

$$f_{D_{i,j}, V_i}(d_{i,j}, v_i) = f_{D_{i,j}}(d_{i,j}) \cdot f_{V_i}(v_i)$$

Such that the density of $W_{i,j}$ using the transform in [8, ch. 6.3] is given by:

$$f_{W_{i,j}}(w_{i,j}) = \int_{-\infty}^{\infty} f_{D_{i,j}, V_i}(s_{i,j}, w_{i,j} - s_{i,j}) ds_{i,j}$$  \hspace{1cm} (3)

We assume delays $D_i$, and $D_{i,j}$ to be independent among receivers. For a single request for feedback, the Bernoulli random variable $X_i$ describes whether the FBM from receiver $i$ is sent ($X_i = 1$) or not ($X_i = 0$). Receiver $i$ sends feedback only when no other receiver $j$ suppresses the feedback of $i$. The probability for receiver $i$ sending feedback is:

$$P(X_i = 1) = \int_{0}^{\infty} f_{V_i}(v_i) \prod_{j=1, j\neq i}^{R} (1 - F_{W_{i,j}}(v_i)) dv_i$$  \hspace{1cm} (4)

The analysis of the timer settings given above is valid for arbitrary delay distributions of $D_i$ and $D_{i,j}$.

For a better understanding of the timer mechanism and the feedback suppression we will first consider the case where the delays are homogeneous: All receivers $i = 1, \ldots, R$ have the same delay $d_i = c$ from the sender and the same delay $d_{i,j} = c$ to any other receiver $j$:

$$f_{D_i}(d_i) = \delta(d_i - c) \hspace{1cm} f_{D_{i,j}}(d_{i,j}) = \delta(d_{i,j} - c)$$  \hspace{1cm} (5)

In section 4.2 we analyze the timer mechanism for heterogeneous delays.

We consider the case where all receivers $i = 1, \ldots, R$ choose a timer out of an interval $[0, T]$ – independent of the delay $d_i$ between sender and receiver:

$$f_{Z_i|D_i}(z_i|d_i) = f_{Z_i}(z_i), \hspace{1cm} z_i \in [0, T]$$  \hspace{1cm} (6)
We are especially interested in the minimal timer, which is the one expiring first. Let \( M = \min_{i=1}^{R} Z_i \) be the random variable describing the minimal timer. Since the \( Z_i \) are identically and independently distributed, the distribution of the minimal timer is given by [9, ch 2]:

\[
F_M(m) = P(M \leq m) = 1 - (1 - F_{Z_i}(m))^R
\]

Our performance measures for evaluating the timer mechanisms are:

- **The expected feedback latency** \( E[M] \) due to the timer mechanism, given by the minimal timer:
  \[
  E[M] = \int_0^T (1 - F_M(m)) \, dm \quad (7)
  \]

- **The expected number** \( E[X] \) of FBMs at the sender given as:
  \[
  E[X] = \sum_{i=1}^{R} E(X_i) = RP(X_i = 1) \quad (8)
  \]

Using these two performance measures, three different distributions for the timer choice are examined in terms of feedback suppression and feedback latency: The **uniform distribution**, the **beta distribution**, and the **exponential distribution**.

### 2.1 Uniformly Distributed Timers

A uniformly distributed timer choice out of the interval \([0, T]\) for receiver \( i \) is given by the density:

\[
f_{Z_i}(z_i) = \begin{cases} \frac{1}{T} & , 0 \leq z_i \leq T \\ 0 & , \text{otherwise} \end{cases} \quad (9)
\]

The expected number \( E[X] \) of FBMs is:

\[
E[X] = \begin{cases} R & , c \geq T > 0 \\ 1 + \frac{c}{T} R - \left( \frac{c}{T} \right)^R & , 0 < c < T \end{cases} \quad (10)
\]

The expected feedback latency \( E[M] \) due to the uniform distributed timer choice is:

\[
E[M] = \frac{T}{R+1} \quad (11)
\]

Let the interval size \( T \) be a multiple of the delay \( c \) between receivers. For a large number \( R \) of receivers, the expected number of FBMs is \( E[X] \approx \frac{c}{R} R \) and thus increases linearly with the number of receivers, see figure 2. The feedback latency Eq. (11) on the other hand decreases with \( R \), see figure 3. As already reported in [3], this means that there exists a tradeoff between suppression and latency. The approximation \( \frac{c}{R} R \) for \( E[X] \) and the feedback latency Eq. (11) show the occurrence of a reasonable tradeoff between the two considerations around \( T = Rc \).

Figure 4 illustrates how suppression works: All receivers independently set their timers in the interval \([0, T]\). All \( k \) receivers that set their timer in the interval \([m, m+c]\) will send feedback. The other \( R-k \) receivers with timers \( z_i > m+c \) will suppress their feedback sending, since the FBM of the receiver with the minimum timer \( m \) reaches them before their timer expires.

For a uniform timer choice, the only way to adapt the feedback mechanism to the number \( R \) of receivers is to change the interval size \( T \), which makes the performance of the scheme dependent on the accuracy of the receiver estimate:

- If the number \( R \) of receivers is overestimated, the interval size \( T \) will be chosen too large and a high feedback latency will be encountered.

![Figure 2: Expected number \( E[X] \) of FBMs for uniform distributed timer choice from intervals of size \( T = c, 2c, 5c, 10c, 10^4c \) for \( R \) receivers.](image-url)
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Figure 3: Expected feedback latency $E[M]$ for uniform distributed timer choice from intervals of size $T = c, 2c, 5c, 10c, 10^4c$ for $R$ receivers.

Figure 4: Timer Setting.

- If the number $R$ of receivers is underestimated, the small interval size $T$ will lead to a feedback implosion.

An alternative to the uniform distributed timer choice and to the difficulties arising from the need to carefully choose the interval size $T$ is to change the shape of the distribution. Fixing the interval size gives a bound on the feedback delay. In order to also achieve a low number of FBMs, the minimal timer needs to be separated as far as possible from the mass of the timer settings. Therefore, the following properties are desirable for the density $f_{Z_i}$ determining the timer choice:

- The minimal timer is separated from other timers by enabling a few timers to be set in a broad range and by grouping most timer settings in a small range.
- Feedback suppression is not sensitive to errors in the receiver estimate.

We investigate two other distributions $f_{Z_i}$ for the timer choice: the beta distribution and the exponential distribution. Both distributions have parameters that allow us to change the shape of the distribution.

### 2.2 Beta Distributed Timers

The beta distribution [10] has two parameters $\alpha$ and $\beta$. For parameters $\beta = 1, \alpha \geq 1$ a beta distributed timer choice on the interval $[0, T]$ is given by the density:

$$f_{Z_i}(z_i) = \left\{ \begin{array}{ll} \frac{\alpha}{T} \left( \frac{z_i}{T} \right)^{\alpha-1} & 0 \leq z_i \leq T, \\ 0, & \text{otherwise} \end{array} \right. \quad (12)$$

For $\alpha = 1$ the beta distribution equals the uniform distribution. The weight of the density shifts towards $T$ with an increasing $\alpha$ and results in a dense timer setting at high values.

The expected number $E[X]$ of FBMs for a beta distributed timer choice is:

$$E[X] = R \left( \frac{c}{T} \right)^{\alpha}, \quad c > T > 0 \quad (13)$$

$$+ Ra \int_{c/T}^{1} x^{\alpha-1} \left( 1 - \left( x - \frac{c}{T} \right)^{\alpha} \right)^{R-1} dx$$

The feedback latency of Eq. (7) is given as:

$$E[M] = T \int_{0}^{1} (1 - m^{\alpha})^{R} dm \quad (14)$$

Figure 5 shows the suppression performance of the beta distribution with parameter $\alpha = 10$ for different interval sizes $T = c, 2c, 5c, 10c$. First, we observe that suppression is achieved by beta distributed timers for a wide range of numbers of receivers $R$. Second, a moderate interval size $T = 10c$ is sufficient to keep the expected number of FBMs $E[X] < 5$ for up to $10^5$ receivers. As a consequence, feedback suppression with beta distributed timer choice is, compared with uniform distributed timers, less sensitive to an error in the estimate of the number of receivers. Also the feedback latency of beta distributed timers, shown in figure 6, is relatively insensitive to an
The exponential distribution has one parameter $\lambda$ and is defined from $-\infty$ to $\infty$. A truncated exponentially distributed timer choice in the interval $[0, T]$ is given by the density:

$$f_{Z_i}(z_i) = \begin{cases} \frac{1}{e^\lambda - 1} \cdot \frac{\lambda}{T}^z, & 0 \leq z_i \leq T \\ 0, & \text{otherwise} \end{cases}$$

As with the beta distribution, the weight of the density shifts towards $T$ with an increasing $\lambda$ and results in a dense timer setting at high values, see figure 9.
The expected number $E[X]$ of FBMs is:

$$E[X] = \frac{R}{c}, \quad c \geq T > 0$$

$$E[X] = T R e^{\frac{\lambda}{T} \frac{1}{e^\lambda - 1}}, \quad 0 < c < T$$  (16)

$$- e^{\frac{\lambda}{T} \left( \frac{1 - e^{-\frac{\lambda}{c}}}{1 - e^{-\frac{1}{c}}} \right)^R} - 1$$

The feedback latency is:

$$E[M] = T \int_0^1 \left( 1 - e^{\frac{\lambda m}{e^\lambda - 1}} \right)^R dm$$  (17)

Figure 7 shows the suppression performance of an exponentially distributed timer choice with parameter $\lambda = 10$. We observe a constant suppression performance for a wide range of number of receivers. For an interval size $T = 10c$, suppression results in an expected number of FBMs $E[X] < 3.5$ for up to $10^4$ receivers. Therefore, exponentially distributed timers outperform uniform and beta distributed timers: their suppression performance is less sensitive to a poor estimate of $R$. This can be seen by comparing figure 2 and figure 5.

For more than $10^4$ receivers, $\lambda = 10$ is too small to separate the minimal timer from all other timers. The feedback latency shown in figure 11 goes to zero, and an increasing number of receivers fall in the interval $[m, m+c]$, resulting in an increasing number of FBMs, as indicated in figure 10.

For the uniform and the beta distribution we observed a trade-off between suppression and feedback latency with the interval size $T$. This trade-off exists also for exponentially distributed timers, as shown in figures 10 and 11.

The impact of parameter $\lambda$ on suppression is shown in figure 12. As for beta distributed timers, $E[X]$ is again a convex function with a minimum at some $\lambda_m$. We observe that the minimal number of FBMs with exponentially distributed timers is lower than the minimal number of FBMs with beta distributed timers for the same interval size $T$. This is seen by comparing figure 12 and figure 7.

As with beta distributed timers, the minimal $E[X]$ is nearly independent of the interval size $T$, if $T$ is large enough (see figure 12). The feedback latency dependency
on $\lambda$, shown in figure 13 exhibits the same behavior: For different interval sizes, $T$, the feedback latency converges to 0 around the same $\lambda$. Therefore, $\lambda_c$ for optimal suppression can be determined with the number of receivers, regardless of the interval size $T$. In section 5 the choice of the parameters $\lambda$ and $T$ is further investigated.

We can draw the following conclusions regarding feedback suppression for the three distributions evaluated:

- It is possible to avoid feedback implosion with probabilistic timers by a parametric distribution for the timer choice, while keeping the interval size $T$ small. As a consequence, the feedback latency is small.

- The beta and exponential distribution are less sensitive to poor estimates of the number of receivers than is the uniform distribution:

  *Dynamic changes in the number of receivers by orders of magnitude do not lead to feedback implosion and have only a minor effect on feedback latency with beta and exponential distributions.*

- The parameter of the beta and exponential distribution can be adjusted for a desired suppression behavior in a tradeoff with feedback latency.

- Exponentially distributed timers outperform uniform and beta distributed timers for feedback suppression.
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In the next section we evaluate the performance of the three timer schemes in the context of reliable multicast feedback and will take a close look on the tradeoff between latency and suppression for the three timer schemes.

### 3 Reliable Multicast Feedback

Different applications exist where feedback should be solicited fast from a subgroup of unknown size:

- A server selection process. From a large number $R$ of servers only those being idle should respond to a request for a task assignment.

- Multicast flow control. From $R$ receivers, only the $R_l$ receivers that cannot keep up with the sending rate should respond.

- Access Control. A large number $R$ of stations are connected to a medium that is limited in access. A monitor controls the access to the medium and polls all $R$ stations for the interest in access. Only the subgroup of $R_l$ stations wishing to access the medium responds.
We focus on reliable multicast feedback. In reliable multicast communication, negative acknowledgments (NAK) are shown to achieve a higher throughput performance than positive acknowledgments (ACK) [11]. Unfortunately, the meaning of an ACK is coupled with the receivers identity, and feedback suppression is therefore not possible for ACKs. NAKs on the other hand are redundant feedback and can be suppressed: a single NAK received by the sender is sufficient, given that the retransmissions are multicast.

The subgroup of receivers that are potential NAK senders depends on the loss of data packets. The subgroup consists of all receivers that detect a loss and subsequently want to send a NAK. Without a priori knowledge of loss, the number $R_l$ of receivers in this subgroup is unknown and may vary from 0 to $R$. Feedback implosion must be avoided for the worst case where all $R$ receivers want to send a NAK. Loss measurements [12] on the Internet have shown that this worst case is not unusual.

Let $R_t$ be a fixed number of receivers out of all $R$ receivers that lost data. In the following we evaluate feedback latency and choose $R_t$ to be 1% of all $R$ receivers, corresponding to a packet loss probability of $p = 10^{-2}$ and an average number of $pR$ potential NAK senders out of $R$ receivers.

We examine the timer distributions for:

- **NAK implosion** in the worst case: All $R$ receivers are potential NAK senders.
- **NAK latency** in the average case: $R_t$ receivers are potential NAK senders.

Note that the feedback latency increases with a decreasing $R_t$. For this reason we examine latency for the average case, where $R_t < R$ receivers are potential NAK senders. 

For each distribution, we evaluate the tradeoff between the expected number $E[X]$ of NAKs in the worst case where all $R$ receivers want to send a NAK and the expected feedback latency $E[M]$ in the average case where only $R_t$ receivers want to send a NAK.

For both cases, the same interval size $T$ is used. For the uniform distribution, $(E[M], E[X])$ is uniquely determined by $T$. The exponential and beta distribution have another parameter $\lambda$ or $\alpha$. This parameter is adjusted to the worst case, where all $R$ receivers are willing to send a NAK: $E[X]$ is minimized for a group of $R$ receivers, and the corresponding $\lambda$ or $\alpha$ is used to evaluate the tradeoff in $T$.

The expected NAK latency $E[M]$ is the feedback latency in the average case. It is obtained by substituting $R$
by $R_l$ in $E[M]$. The expected number $E[X]$ of NAKs is given as before.

Figure 14 shows the expected NAK latency $E[M_p]$ versus the expected number $E[X]$ of NAKs for $R = 10^2$ receivers. This shows that on the average just one receiver will see a loss and send a NAK. The exponential distribution outperforms the other two distributions for up to $E[X] < 30$ NAKs in the worst case: For the same expected number $E[X]$ of NAKs in the worst case the first NAK of the average case is returned faster with the exponential distribution than with the other distributions. For a larger group of $R = 10^6$ receivers, the benefit of using the exponential distribution is even higher, compare figure 15.

Figure 15 shows that it is possible to adjust the exponential distribution for $R = 10^6$ receivers such that in the worst case an average of 4 NAKs are returned and in the average case, the first NAK is delayed by only 5 one-way delays $c$.

We adjusted the three timer distributions for the same performance in feedback suppression for the case where all $R$ receivers want to send feedback and examined the feedback latency for the case where only a subgroup of $R_l < R$ receivers want to send feedback. Exponentially distributed timers result in faster feedback from the subgroup than with the other two timer distributions.

Due to the superior performance of exponentially distributed timers we will henceforth just consider those. In the following section we investigate the robustness of feedback suppression for exponentially distributed timers in case of loss and heterogeneous network delays.

### 4 Robustness of Exponentially Distributed Timers

#### 4.1 Impact of Loss of FBMs

A lost FBM will not suppress the sending of FBMs by other receivers. While one might expect that loss of FBMs will result in feedback implosion, we show in the following that this is not the case.

We consider the worst case, where a FBM is lost directly at the feedback sender and is therefore not received by any of the other receivers. We simulated 100 feedback rounds and used parameters $\lambda = 10$ and $T = 10c$ in order to achieve simulation results that correspond to the former analytical results (see figure 10). FBMs were lost with different probabilities $p_{FBM} = 1\%, 10\%, 50\%$ and compared to the case of loss-free conditions. Figure 16 shows that the suppression performance of the timer mechanism is not sensitive to loss of FBMs for loss rates up to $p_{FBM} = 10\%$. We experienced a similar robustness
also for the average feedback delay. For the very high loss rate of \( p_{FBM} = 50\% \), the average number of FBMs is decreased compared to loss free conditions and the average feedback latency is slightly increased. The reason for this behavior is twofold. First, the FBM due to the minimal timer \( m \) is lost with a probability of only \( p_{FBM} \). Second, if the FBM due to the minimal timer is lost, the FBM of the next smallest timer \( m' > m \) that is not lost jumps in and performs suppression. The number of timers expiring in \([m', m' + c]\) is higher than in \([m, m + c]\) due to the exponential distribution. However, feedback implosion does not happen since these un-suppressed FBMs themselves are subject to loss.

The investigated feedback mechanism results in the sending of a few FBMs. These un-suppressed FBMs constitute a natural redundancy useful in a lossy environment. The results show that feedback suppression using exponentially distributed timers is very robust with respect to the loss of FBMs.

### 4.2 Impact of Heterogeneous Delays

In a real network, receivers have different delays to the sender and different delays between each other. In order to understand the influence of heterogeneous delays on the timer mechanism, we examine the following two cases:

- Heterogeneous sender-receiver delays \( d_i \), but homogeneous delays \( d_{i,j} = c \) between receivers.
- Homogeneous sender-receiver delays \( d_i = c \), but heterogeneous delays \( d_{i,j} \) between receivers.

Both cases are compared to the case where the delays between sender and receivers and between receivers are homogeneous, i.e., \( d_{i,j} = d_i = c \).

Heterogeneous delays \( d_i \), or \( d_{i,j} \) are in both cases beta distributed (see [10]) on the interval \([0, 2c]\) with parameters \( a = 2 \) and \( b = 2 \). This means that the average heterogeneous delay equals the homogeneous delay \( c \) (i.e. either \( d_i = c \), or \( d_{i,j} = c \)). The given beta distribution models a realistic delay distribution. Wei showed [13] for different routing algorithms executed on random networks that the delay distribution follows roughly the beta distribution. Intuitively, this can be explained as follows: Starting from an origin in the network, the number of nodes reachable within a certain delay will increase as the delay increases. Since networks are limited in diameter, the number of nodes reachable within a certain delay \( D \) will, however, go to zero as \( D \) approaches the maximum delay from the origin to any node.

We simulated the FBM suppression by exponentially distributed timers with \( \lambda = 10 \) for this heterogeneous case for \( R = 1, \ldots, 10^4 \) receivers and used 95\% confidence intervals. The interval size for the timer choice is \( T = 10c \).

#### Heterogeneous delays to the sender

Let us consider the case where the delays between the sender and the receivers are heterogeneous and the delay between any pair of receivers \( i, j \) is homogeneous, \( d_{i,j} = c \).

Figure 17 illustrates that FBM suppression performs better for small groups, \( R < 10 \), in the case of heterogeneous sender-receiver delays than for homogeneous sender-receiver delays. This is caused by a wider spread of timer settings over \([0, 2c + T]\) due to the heterogeneous reception times \( d_i \) of the request for feedback, instead of a more narrow setting in \([c, c + T]\) with homogeneous sender-receiver delays \( d_i = c \).

As the group size \( R \) increases, FBM suppression does not increasingly benefit anymore from heterogeneous sender-receiver delays, since the impact of the number
Heterogeneous delays between receivers

Let us now consider a homogeneous sender-receiver delay, $d_i = c$, but heterogeneous delays $d_{i,j}$ between receivers, with $d_{i,j} \in [0, 2c]$. Therefore, the request for feedback is received at all receivers at the same time and all receivers set a timer in the interval $[0, T]$.

This is, for instance, the case for a forward channel via a satellite, where receivers are additionally connected among each other and to the sender via a terrestrial multicast feedback channel. The request for feedback is sent via the satellite (homogeneous $d_i = c$) while the delay $d_{i,j}$ between receivers via the terrestrial multicast feedback channel is heterogeneous.

Figure 18 shows that for all values of $R$, suppression benefits from heterogeneous delays between receivers. The reason is that not only does the minimal timer FBM perform suppression, but FBMs triggered by other small timers also perform suppression. For example, the FBM due to the 2nd smallest timer may suppress the feedback sending of the 3rd smallest timer. Heterogeneous delays between receivers therefore result in the suppression of FBMs that would have been sent in the homogeneous case.

From this section we can conclude that feedback suppression by exponentially distributed timers is:

- not sensitive to loss of feedback messages.
- not sensitive to heterogeneous delays between sender and receiver.
- not sensitive to heterogeneous delays between receivers.

Instead, these cases contribute to feedback suppression with probabilistic exponential timers and so lead to even better suppression performance.

5 Controlling the Feedback Bandwidth

Given limited network resources, the bandwidth available for feedback is limited. With the feedback mechanism from section 2, the feedback bandwidth is determined by the amount of feedback returned in the time between two successive feedback rounds. For a fixed FBM size of $P$ bytes, the amount of feedback is given by $P \cdot X$, where $X$ is the number of FBMs returned. Therefore, control
over the feedback bandwidth is provided, if the number of FBMs of all receivers can be adjusted.

In the following we consider a desired number $N$ of feedback messages and show how the parameters $\lambda$ and $T$ can be tuned to obtain, on average, $N$ feedback messages with low feedback latency. To keep the sender implementation simple, we give closed-form expressions for $\lambda$ and $T$.

First, assume that the number $R$ of receivers is known. How to estimate the number of receivers see [5, ch. 5]. In section 2.3 it is shown that $E[X]$ is a convex function with a minimum at $\lambda_o$ that is nearly independent of $T$. This allows us to determine a $\lambda_o$ for optimal suppression - dependent only on the number of receivers: $R \rightarrow \lambda_o$. Figure 19 shows the $\lambda_o$ obtained for a given interval size, $T$, by minimization of $E[X]$ based on a golden section search and parabolic interpolation [14]. This is one way to adjust $\lambda_o$ to the number of receivers. Another possibility is to approximate $\lambda_o$ by a closed-form expression.

From figure 19 we observe that $\lambda_o$ depends almost linearly on $\log_e(R)$. We further observe that the dependency of $\lambda_o$ on the interval size $T$ is minor. Taking this observations into account, $\lambda_o$ is approximated by $\lambda'_o$ for a given $R$:

$$\lambda'_o = a \cdot \log_e(R) + b$$

Parameters $a$ and $b$ are found by numerically fitting the polynomial $\lambda'_o(x) = a \cdot x + b$ to $\lambda_o(x)$ for $e^x = R = 10, \ldots, 10^6$ receivers.

<table>
<thead>
<tr>
<th>$T = 2c$</th>
<th>$T = 5c$</th>
<th>$T = 10c$</th>
<th>$T = 20c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.0383</td>
<td>1.0740</td>
<td>1.1000</td>
</tr>
<tr>
<td>b</td>
<td>-0.4214</td>
<td>0.4651</td>
<td>0.7326</td>
</tr>
</tbody>
</table>

Table 1: Polynomial fitting of $\lambda'_o$ to $\lambda_o$.

Table 1 shows the fitted parameters $a$ and $b$ for different interval sizes $T = 2c, 5c, 10c, 20c$. The value of $a$ is stable between $1.0383 < a < 1.185$, while $b$ deviates for a small interval size $T = 2c$ from the other values of $b$. Such small interval sizes do not allow for good suppression for most of the numbers of receivers used in the fitting process – with $a, b$ for $T = 2c$ in case of $10^3$ receivers already 62.3 FBMs are expected. Therefore, the deviation for small interval sizes is ignored and the parameters are chosen as $a = 1.1$ and $b = 0.8$. The adjustment of $\lambda_o$ is then given by:

$$\lambda_o = 1.1 \cdot \log_e(R) + 0.8 \quad (18)$$

Given $\lambda_o$, the tradeoff between the expected number of FBMs $\lambda'_o$ and the feedback latency $\lambda_o$ is deter-

mined solely by the interval size $T$. For increasing $T$, the expected number $E[X]$ of FBMs decreases and the
eXpected feedback latency due to timers increases linearly. Therefore, $T$ is chosen as the smallest value for which $E[X] = N$, where $N$ is the desired number of FBMs for $R$ receivers. The expected number of FBMs can be approximated, since a large number $R$ of receivers makes the following term converge to 0 for $T > c$:

$$\lim_{R \rightarrow \infty} \left( \frac{1 - e^{-\lambda_o}}{1 - e^{-\lambda}} \right)^R = 0$$

Thus, $E[X]$ is approximated by:

$$E(X) \approx R \frac{e^{\lambda'_o} - 1}{e^{\lambda} - 1} + e^{\lambda'_o} \quad (19)$$

If more FBMs are desired than there are receivers ($N \geq R$), the interval size is set to $T = 0$ and every receiver sends feedback immediately. If suppression is needed ($N < R$), $\lambda_o$ is used and $T$ set such that the minimum of $E[X]$ equals the desired number, $N$, of FBMs. By
solving Eq. (19) for $T$ we obtain the expression for the adjustment of the interval size $T$:

$$T = \begin{cases} 0 & , \quad N \geq R \\ \frac{\lambda_0 \cdot c}{\log_e \left( N + R \cdot \frac{1}{e^{\lambda_0 c} - 1} \right) - \log_e \left( 1 + R \cdot \frac{1}{e^{\lambda_0 c} - 1} \right)} & , \quad N < R \end{cases}$$

(20)

The error incurred by the approximation via Eqs. (18) and (20) is evaluated in the following. Figure 20 shows the expected number $E[X]$ of FBMs for $N = 3, 10, 100$ desired FBMs. We observe that the desired number $N$ of FBMs is approached very fast. The discontinuity in the curves comes from the fact that for $N \geq R$ all receivers send immediately feedback. It can be observed that the adjustment of $\lambda$ and $T$ in the given fashion works well for widely differing $N$.

The corresponding feedback latency shown in figure 21 is low and does not vary significantly with the number of receivers. Even in the case where $N = 3$ FBMs are desired from $R = 10^3$ receivers (999, 997 suppressions) on average, the first FBM is delayed only for $2c$, which corresponds to one round trip time.

We gave closed-form expressions in Eqs. (18) and (20) for the adjustment of parameters $\lambda$ and $T$ to achieve a desired mean number $N$ of FBM. Parameter $\lambda$ is chosen such that the number of feedback messages is minimized for a given number of receivers. Parameter $T$ is chosen such that the desired number $N$ of FBMs equals this minimum. Due to the tradeoff between number of FBMs and feedback latency this adjustment yields low feedback latency.

Throughout this section we assumed that the number, $R$, of receivers is either known exactly, or that there exists an estimate $\hat{R}$ for the number of receivers. In the following we investigate the robustness of the parameter adjustment in case of an error in the receiver estimate.

### Erroneous Receiver Estimate

The number of receivers might change, or the estimate of the number of receivers might be erroneous. We examine the danger of feedback implosion if the actual number $R$ of receivers is different from the estimate $\hat{R}$. Parameters $\lambda$ and $T$ are adjusted via Eqs. (18) and (20) for $N = 10$ desired feedback messages and for estimates of the number of receivers $\hat{R} = 10^2, 10^3, 10^4$. From figure 22 we observe that the parameter adjustment results in the desired number of FBMs obtained just at the end of the flat segment of $E[X]$, right before the expected number $E[X]$ of FBMs starts slowly to increase when the actual num-
number of receivers is higher than the estimate $\tilde{R}$. First, at this point the feedback latency is low, compare figure 10 and figure 11. Second, we observe that the parameter adjustment is robust against a poor receiver estimate. If the real number of receivers is one order of magnitude higher than estimated, the number of FBMs only doubles or triples. If the real number of receivers is one order of magnitude lower than estimated, the number of FBMs stays roughly constant.

To assure that feedback implosion is avoided, we propose to adjust the parameters $\lambda$ and $T$ using a worst case receiver estimate $R_{\text{max}} > \tilde{R}$. If the receiver group is known to be stable, $R_{\text{max}}$ can be chosen close to $\tilde{R}$ to decrease feedback latency.

### 6 Unicast Feedback

Feedback suppression as introduced in section 2 requires a multicast feedback channel for every receiver. In this section we show how the same mechanism can be made to work in the presence of unicast feedback channels from the receivers back to the sender.

Unicast feedback has several advantages:

- The state in the routers is reduced for multicast routing algorithms, such as DVMRP [15], that keep state not per multicast group but per multicast sender. In such a case a separate multicast tree is built for every multicast sender, even if the senders belong to the same group. Receivers that multicast feedback are senders and the state in the network is therefore proportional to the number of receivers.
- Feedback suppression is possible for satellite networks, using a terrestrial unicast feedback channel.

Feedback suppression requires receivers to be aware of feedback sent by other receivers.

For unicast feedback, the missing multicast feedback channel is emulated. On the receipt of the first unicast feedback message, the sender multicasts information to all receivers to indicate that the feedback round is closed. On the receipt of this message, receivers suppress feedback for this round.

For a multicast feedback channel, a natural robustness against FBM loss exists that assures feedback suppression, see section 4, since multiple FBMs are sent, each of which is able to suppress other feedback sending. To achieve a similar robustness to FBM loss for unicast feedback, the sender must indicate to the receivers the end of the feedback round several times. Several possibilities exist:

- The sender forwards every FBM received.
- The sender indicates several times, using the forward multicast channel, the end of feedback round $I$.
- The sender starts a new feedback round $I + 1$. Receivers that have pending feedback for round $J < I + 1$, then suppress this feedback.

The advantages of unicast feedback are offset by a larger feedback delay. This larger feedback delay, in turn, must be taken into account, when determining timer intervals. The round trip of the feedback via the sender results in a delay $d_{i,j}$ between two receivers $i$ and $j$ that is given by the sum of the symmetric delays $d_i$ and $d_j$ to the sender:

$$d_{i,j} = d_i + d_j$$

For unicast feedback and homogeneous delays $d_i = d_j = c$, the distance $d_{i,j}$ between receivers becomes $d_{i,j} = 2c$, as opposed to the case of multicast feedback, where $d_{i,j} = c$. The interval size $T$ adjusted with Eq. (20) in proportion to the distance between receivers; therefore $T$ also doubles. Since the feedback latency (Eq. (17)) is proportional
to $T$, it will also double. The expected number $E[X]$ of FBMs in Eq. (16) will not change, since it is determined by the ratio of the distance between receivers and the interval size: $c/T$ for the case of multicast feedback and $2c/2T = c/T$ for unicast feedback. As a consequence, the results from previous sections hold also for the case of unicast feedback, except that the expected feedback delay $E[M]$ due to timers will double.

7 Discussion and Related Work

Ammar has defined the feedback problem as response collection via several cost functions [16]. Most research on the feedback implosion problem has been driven by reliable multicast feedback.

Two major classes of feedback mechanisms exist that provide a solution to the feedback implosion problem:

- **Hierarchical approaches** [17, 18, 19, 20, 21]: Are an inherent solution to the feedback implosion problem and ensure a limited number of FBMs by accumulation/filtering in subgroups.

- **Approaches based on MAC protocols** [22, 23, 3, 4]: The feedback problem in multicast communication is related to the problem of Medium Access Control [24]: The multicast channel constitutes the shared medium and messages sent on the multicast channel are seen by every connected group member. A token mechanism as in token ring is proposed in [22] and random timers with exponential back-off as in CSMA/CD [25] are used in XTP [23] or the SRM protocol [3, 4].

Both classes of solutions are not without disadvantages: Hierarchical approaches require the setup of the hierarchy of subgroups and can not be employed in a scenario like satellite distribution with unicast backward channels. Approaches based on MAC protocols suffer from scalability problems. Tokens lead to high feedback latencies and random timers in [3, 4] are based on a uniform distribution. The analysis in [2] compares multicast feedback with random uniform timers to unicast feedback with respect to the cost in terms of number of control packets per link. The authors conclude that unicast control packets outperform multicast control packets for a small number of receivers.

SRM [3] exploits heterogeneous delays for a deterministic suppression, but needs a delay estimate $d_i$ to the sender. This involves at least one packet sending from every receiver $i$, resulting for large groups of $R$ receivers in a high amount of control traffic proportional to $R$. The optimal deterministic timers setting of Grossglauser [26] ensures only one NAK. However, the scheme requires the knowledge of the delay and network support for the timer setting.

Our mechanism does not suffer from any of these drawbacks, since it is a pure end-to-end mechanism. It does not rely on a full table of delay estimates to all receivers and its complexity is independent of the number of receivers. It does not need any network support except for data delivery and it does not need topological information. It can be employed in any kind of multicast capable network, also in networks where the feedback channel is only unicast.

Another end-to-end solution based on probabilistic feedback with exponential steps is the probing method of Bolot [6] that proceeds in discrete rounds. Using discrete rounds leads to very good performance for suppression but incurs a higher feedback latency than our scheme that uses a single round.

8 Conclusions

We investigated probabilistic feedback for multicast groups of up to $10^6$ receivers by analysis and simulation. Our main results are:

- Exponentially distributed timer settings lead to a lower feedback latency and better feedback suppression than existing schemes based on uniform distributed timer settings.

- Probabilistic feedback with exponential timers is scalable with the number of receivers and avoids feedback implosion while assuring moderate feedback latency.

Based on these results we proposed a new timer-based feedback scheme that requires very little state, does not need any network support other than data delivery, and adapts to the number of receivers:

- It avoids feedback implosion and assures low feedback latency.
• It is robust under loss of feedback messages.
• It works for heterogeneous and homogeneous delays between multicast group members and can therefore be employed on nearly any kind of network including satellite-based networks.
• It allows to control the feedback bandwidth by adjusting the parameters dependent on the trade-off between average number of feedback messages returned and the latency for the feedback.
• It allows to estimate the number of receivers (see [5, ch. 5]).
• It is robust against an erroneous receiver estimate.
• It can operate on networks that only provide unicast feedback channels.
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